Widrow-Hoff (or LMS) Learning Algorithm

The gradient of the MSE cost function is:
VJ (a)=Y'(Ya—b)
Hence, the batch update rule is:
aca—nY'(Ya—b)
The sequential update rule is:

or: a(-a_n(atyk_bk)yk
r:

a(-a+n(bk_atyk)yk

Sequential Widrow-Hoff Learning Algorithm
- Set values of hyper-parameters (n, 6, and b)
- Initialise a to arbitrary solution

— - For each sample, y,, in the dataset in turn

* update solution: @ (—a+n(bk—atyk) Y
|

Z (by—a'y,)y,

k

Iterate until <6

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b

» Until convergence (|Y_ (b,—a' y,) y,|<6)
For each sample, y,, in the dataset in turn
-a<a+n(b,—d'y,)
ascatTno,—a y,)y;
)
2 [ J
Example:
x" class b
[00 1 2 1t e x
1,0 1 2
21 1 2 ol x. %
01 -1 2 .
L2 -1 2 0 1 2 %

a'initialised to [-1.5,5-1]1 1 =0.2



Sequential Widrow-Hoff Learning Algorithm

« Initialise a to arbitrary solution and select learning rate and b
« Until convergence ( Z(b —a'y,)y,|<0)

For each sample, Yy, . in the dataset in turn
- a"a+n(b —d' y, )y,

g=a 'y=-155-1]x 1]=1.5

Example:

0
at=[15 +02x(2 -1.5)x[1,0,0]
=-0.8,5,

U"U'!
._._,

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(b —a'y,)y,/<0)

For each sample, y,, in the dataset in turn
-aca+n(b—a'y,)y,

g=a 'y=4-0.85-1]x 1]:4.2
X 1 T
2

Example:

£4-0.8,5,-1]40.2x(2-4.2)x(1,1,0]

a -0
12,461

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(bk—a PARALS)

For each sample, y,, in the dataset in turn
~a<ca+n(b,—dy,)y,

gx)=a ‘y=-1.2,4.6-1]x 1]:6.9
T
2

Example:

0 2 X
-1.2,4.6,-1140.2x(2-6.9)x1,2,1]
2,26,

=



Sequential Widrow-Hoff Learning Algorithm

« Initialise a to arbitrary solution and select learning rate and b
« Until convergence ( Z(b —a'y,)y,|<0)

For each sample, Y, in the dataset in turn
-a<«a+n(b,—a yk)yk

g)=a ty=-2.2,2.6,2]x -1]=4.2

Example:

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(b —a'y,)y,/<0)

For each sample, y,, in the dataset in turn
-aca+n(b—a'y,)y,

gx=a "y=1826-151x[-1 |2
X, T 1

Example:

0 1 2 X
at=[-1.8, 2.6,-1.5]140.2x(2-2.2)x[-1,-1,-2]
=-1.7,2.7,-1.4]

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(bk—a PARALS)

For each sample, y,, in the dataset in turn
~a<ca+n(b,—dy,)y,

g)=a ty=-17.2.7,-14]x 1]=1.7

Example:

2 X
t

a - .7,2.7, 1 4]+0 2x(2--1.7)x(1,0,0]
=-0.98,2.7,-1.4]



Sequential Widrow-Hoff Learning Algorithm

« Initialise a to arbitrary solution and select learning rate and b
« Until convergence ( Z(b —a'y,)y,|<0)

For each sample, Y, in the dataset in turn
-a<«a+n(b,—a yk)yk

g=a ‘y=-0.982.7-1.4]1x 1 ]:1.7

Example:

2 X
.7,-1.4140.2x(2-1.7)x(1,1,0]

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(b —a'y,)y,/<0)

For each sample, y,, in the dataset in turn
-aca+n(b—a'y,)y,

g=a ‘y=-0.92,2.7,-1.4] x 1F.1

Example:

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b
+ Until convergence ( Z(bk—a PARALS)

For each sample, y,, in the dataset in turn
~a<ca+n(b,—dy,)y,

g=a ty=-1.123-17]x -1]=2.8

Example:

0 1 2 X
t

a - .1,2.3, 1 7]+0 2x(2-2.8)x[-1,0,-1]
=-0.98,2.3,-1.5]



Sequential Widrow-Hoff Learning Algorithm

« Initialise a to arbitrary solution and select learning rate and b

« Until convergence (Y. (b,—a'y,) y,

For each sample, Y, in the dataset
~acatn )
X

Example:

<0)
n turn

(bk_atyk Vi

gx)=a ty=-0.98,2.3,-1.5]x -j1.7
1

Sequential Widrow-Hoff Learning Algorithm

* Initialise a to arbitrary solution and select learning rate and b

. Bﬁw—eeﬁvefgeﬁee—ﬁ%(—bk—v'—yk—)—yﬂéﬂ-} Stopping after 2 epochs
For each sample, y,, in the dataset in turn
- a€a+n )

Example:
x" class
[0,00 1
100 1
21 1
0,1 -1
[1,2] -1

(by—a"y,)y,

-1.04

1.19
1.79

-2.66
-2.06

0 1 2 X
after 2epochs a ' =[-1.0394,2.2247,-1.624]

Notes on Sequential and Batch Learning

If training data consists of n samples:

One update of the parameters is based on:
* n samples with batch learning

* 1 sample with sequential learning

An “epoch” is one pass through all the training data

One epoch corresponds to:
1 parameter update with batch learning
* n parameter updates with sequential learning

Mini-batch learning is intermediate between sequential and

batch learning



